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Sherlock: A Deep Learning Approach to
Semantic Data Type Detection
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Figure 1: Data processing and analysis flow, starting from (1) a corpus of real-world datasets, proceeding to (2) feature extrac-
tion, (3) mapping from features to ground truth semantic types from column headers, and (4) model training and prediction.

ABSTRACT
Correctly detecting the semantic type of data columns is crucial for
data science tasks such as automated data cleaning, schema match-
ing, and data discovery. Existing data preparation and analysis sys-
tems rely on dictionary lookups and regular expression matching to
detect semantic types. However, these matching-based approaches
often are not robust to dirty data and only detect a limited number
of types. We introduce Sherlock, a multi-input deep neural network
for detecting semantic types. We train Sherlock on 686, 765 data
columns retrieved from the VizNet corpus by matching 78 seman-
tic types from DBpedia to column headers. We characterize each
matched column with 1, 588 features describing the statistical prop-
erties, character distributions, word embeddings, and paragraph
vectors of column values. Sherlock achieves a support-weighted
F1 score of 0.89, exceeding that of a decision tree baseline, dictio-
nary and regular expression benchmarks, and the consensus of
crowdsourced annotations.

CCS CONCEPTS
• Computing methodologies → Machine learning; Knowl-
edge representation and reasoning; • Information systems
→ Data mining.

KEYWORDS
Tabular data, type detection, semantic types, deep learning
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1 INTRODUCTION
Data preparation and analysis systems rely on correctly detecting
types of data columns to enable and constrain functionality. For
example, automated data cleaning facilitates the generation of clean
data through validation and transformation rules that depend on
data type [15, 26]. Schema matching identifies correspondences be-
tween data objects, and frequently uses data types to constrain the
search space of correspondences [25, 35]. Data discovery surfaces
data relevant to a given query, often relying on semantic similarities
across tables and columns [6, 7].

While most systems reliably detect atomic types such as string,
integer, and boolean, semantic types are disproportionally more
powerful and in many cases essential. Semantic types provide finer-
grained descriptions of the data by establishing correspondences
between columns and real-world concepts and as such, can help
with schema matching to determine which columns refer to the
same real-world concepts, or data cleaning by determining the
conceptual domain of a column. In same cases, the detection of a
semantic types can be easy. For example, an ISBN or credit card
number are generated according to strict validation rules, lending
themselves to straightforward type detection with just a few rules.
But most types, including location, birth date, and name, do not
adhere to such structure, as shown in Table 1.

Existing open source and commercial systems take matching-
based approaches to semantic type detection. For example, regular
expression matching captures patterns of data values using pre-
defined character sequences. Dictionary approaches use matches
between data headers and values with internal look-up tables.
While sufficient for detecting simple types, these matching-based
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Table 1: Data values sampled from real-world datasets.

Type Sampled values

location TBA | Chicago, Ill. | Detroit, Mich. | Nashville, Tenn.
location UNIVERSITY SUITES | U.S. 27; NA | NORSE HALL
location Away | Away | Home | Away | Away
date 27 Dec 1811 | 1852 | 1855 | - | 1848 | 1871 | 1877
date � �, 1922 | � �, 1902 | � �, 1913 | � �, 1919
date December 06 | August 23 | None
name Svenack | Svendd | Sveneldritch | Svengöran
name HOUSE, BRIAN | HSIAO, AMY | HSU, ASTRID
name D. Korb | K. Moring | J. Albanese | l. dunn

approaches are often not robust to malformed or dirty data, sup-
port only a limited number of types, and under-perform for types
without strict validations. For example, Figure 2 shows that Tableau
detects a column labeled �Continent Name� asstring . After re-
moving column headers, no semantic types are detected. Note that
missing headers or incomprehensible headers are not uncommon.
For example, SAP's system tableT005contains country information
and columnNMFMTis the standard name �eld, whereasINTCA
refers to the ISO code orXPLZSto zip-code.

Figure 2: Data types detected by Tableau Desktop 2018.3 for
a dataset of country capitals, with and without headers.

Machine learning models, coupled with large-scale training and
benchmarking corpora, have proven e�ective at predictive tasks
across domains. Examples include the AlexNet neural network
trained on ImageNet for visual recognition and the Google Neural
Machine Translation system pre-trained on WMT parallel corpora
for language translation. Inspired by these advances, we introduce
Sherlock, a deep learning approach to semantic type detection
trained on a large corpus of real-world columns.

To begin, we consider 78 semantic types described by T2Dv2
Gold Standard,1 which matches properties from the DBpedia on-
tology with column headers from the WebTables corpus. Then, we
use exact matching between semantic types and column headers
to extract686;765data columns from the VizNet corpus [14], a
large-scale repository of real world datasets collected from the web,
popular visualization systems, and open data portals.

1http://webdatacommons.org/webtables/goldstandardV2.html

We consider each column as a mapping from column values
to a column header. We then extract1;588features from each
column, describing the distribution of characters, semantic content
of words and columns, and global statistics such as cardinality and
uniqueness. Treating column headers as ground truth labels of the
semantic type, we formulate semantic type detection as a multiclass
classi�cation problem.

A multi-input neural network architecture achieves a support-
weighted F1-score of0:89, exceeding that of a decision tree base-
line model, two matching-based approaches, and the consensus
of crowdsourced annotations. We then examine types for which
the neural network demonstrates high and low performance, inves-
tigate the contribution of each feature category to model perfor-
mance, extract feature importances from the decision tree baseline,
and present an error-reject curve suggesting the potential of com-
bining learned models with human annotations.

To conclude, we discuss promising avenues for future research
in semantic type detection, such as assessing training data quality
at scale, enriching feature extraction processes, and establishing
shared benchmarks. To support benchmarks for future research,
we open source our data, code, and trained model.2 For developers
wishing to integrate Sherlock into existing systems, we distribute a
pretrained model as a Python library.3

Key contributions :

(1) Data (Ÿ3): Demonstrating a scalable process for match-
ing 686; 675columns from VizNet corpus for78semantic
types, then describing with1;588features

(2) Model (Ÿ4): Formulating type detection as a multiclass
classi�cation problem, then contributing a novel multi-
input neural network architecture.

(3) Results (Ÿ5): Benchmarking predictive performance against
a decision tree baseline, two matching-based models, and
crowdsourced consensus.

2 RELATED WORK
Sherlock is informed by existingcommercial and open source sys-
temsfor data preparation and analysis, as well as prior research
work on ontology-based, feature-based, probabilitic, andsynthesized
approaches to semantic type detection.

Commercial and open source.Semantic type detection enhances
the functionality of commercial data preparation and analysis sys-
tems such as Microsoft Power BI [20], Trifacta [31], and Google
Data Studio [12]. To the best of our knowledge, these commercial
tools rely on manually de�ned regular expression patterns dictio-
nary lookups of column headers and values to detect a limited set of
semantic types. For instance, Trifacta detects around10types (e.g.,
genderandzip code) and Power BI only supports time-related se-
mantic types (e.g.,date/time andduration ). Open source libraries
such as messytables [10], datalib [9], and csvkit [13] similarly use
heuristics to detect a limited set of types. Benchmarking directly
against these systems was unfeasible due to the small number of
supported types and lack of extensibility. However, we compare

2Code and data: https://placeholder.edu/data
3Python library : https://placeholder.edu/library
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